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The structures of phenylcyclopropane (1+•) and cumene (2+•) cation radicals were calculated using both
CASSCF and B3LYP computational methods. Both methods predict that1+• adopts a delocalized, bisected
structure and that the barrier to phenyl group rotation is substantial (11-14 kcal/mol). In contrast, the spin
and charge in2+• is largely localized in the phenyl ring and there is no strongly preferred ground state
conformation. The CASPT2 method was used to predict the electronic spectra of1+• and2+•. The large
differences in the spectra of1+• and2+• can be traced to significantσ-π interaction in1+•. The results are
rationalized in terms of a simple valence bond configuration mixing model. In general, the calculated transition
energies were in good accord with the experimental values; however, the relative UV-vis peak intensities
for 1+• were not well reproduced if a static structure was assumed. Better agreement was obtained by taking
into account libration of the phenyl group in1+•.

I. Introduction

Arylcyclopropane cation radicals have been the subject of
increasing interest in recent years.1 A common conclusion
derived from these studies is that the degree of electronic
interaction between the aryl and cyclopropyl rings affects the
cation radical structures and their reactivities. It was recently
pointed out that arylcyclopropane cation radicals can have
electronic absorption spectra that differ dramatically from simple
alkyl-substituted aromatic cation radicals.1s For example, the
visible electronic absorption transition of phenylcyclopropane
cation radical (1+•) hasλmax ≈ 540 nm while that of cumene
cation radical (2+•) is ≈440 nm! This large difference contrasts
with the corresponding neutral molecules whose longest wave-
length UV transitions differ by only 7 nm. In this paper, ground
state structures and the electronic spectra of1+• and 2+• are
calculated by state-of-the-art computational quantum chemical
methodologies. The results demonstrate a constructive interplay
between theory and experiment. On the one hand, the calcula-
tions provide insights into the electronic states of1+• and2+•

that cannot be easily derived from the electronic spectra alone.
On the other hand, the spectra provide essential calculational
benchmarks. In the case of1+•, they reveal dynamical aspects
of the cation radical that would not have been obvious from
calculations alone.

Ground state structures were computed with both the hybrid
density functional B3LYP method2 and a multiconfigurational
wave function via the CASSCF method.3 The excited state

calculations were performed using the CASSCF method, with
dynamical correlation effects computed using second-order
perturbation theory (CASPT2).3 This approach has been
successfully used in a number of studies involvingπfπ* and
nfπ* excitations in organic molecules, and also for studies of
excited states in transition metal complexes.4,5 The current study
is another test case of the method, since it involves a system
whereσ-π interaction is important. There is no a priori reason
to believe that the method would not work well for such cases
and previous results show this to be the case. Calculations at
the CASPT2 level on the electronic spectrum of neutral
norbornadiene, where both indirect conjugation andσ-π
interaction must be considered, have shown good agreement
with experimental data.5b

The CASSCF/CASPT2 method has earlier been used to study
cation radical spectroscopy with good results.6 Indeed, cation
radicals are cases for which the second-order perturbation
treatment of electron correlation is particularly well suited. Since
the occupied and virtual spaces are well separated in cation
radicals, intruder states in the first-order wave function do not
present a problem.

The computational results for1+• and 2+• are analyzed in
terms of a valence bond configuration mixing (VBCM) model7

that identifies the origins of the different electronic transitions
and provides insight into spectral changes associated with
dynamic fluctuations in1+•. Previous experience has shown
that the combination of CASPT2 calculations and VBCM
analysis can provide useful insight into chemcial problems. For
example, they have been recently used to understand the
underlying factors that determine the regioselectivity of reaction
between nonalternant hydrocarbon cation radicals and nucleo-
philes.8
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II. Computational Methods

Geometries were optimized at the CASSCF level employing
the 6-31G(d,p) basis set. The geometry optimizations were
carried out with the GAUSSIAN-94 software.9 The active space
consisted of four orbitals (HOMO-1, HOMO, LUMO, and
LUMO+1) with three active electrons for both1+• and 2+•,
while four active electrons were used for the neutral systems.
The resulting geometric parameters for ground-state1+• and2+•

are presented in Figures 1 and 2.
Hybrid DFT calculations (B3LYP)2 and appropriate geometry

optimizations were also carried out with the GAUSSIAN-94
series of programs using the 6-311G(d,p) basis set implemented
therein. Calculated〈S2〉 values weree0.762 in all cases, in
good agreement with the theoretically expected value of 0.75
for a pure doublet state. B3LYP results for cation radicals have
generally been found to be reliable.10

Calculations of the vertical excitation energies were performed
at the CASSCF optimized ground state geometries with the
CASSCF/CASPT2 method using the MOLCAS-3.1 program
system.11 An ANO type basis set12 was used with the

contractions C[3s2p1d]/H[2s1p], which gives 186 basis functions
for the largest molecule2+•. The choice of the active space
for 1+• was based on the following arguments. First, we
included the six benzeneπ-orbitals with five active electrons.
Second, we included one orbital in each symmetry from the
cyclopropyl moiety in order to be able to study the charge-
transfer states from the cyclopropyl ring to the phenyl ring. The
resulting active space has eight orbitals with nine active
electrons. This space should be able to describe the valence
πfπ* excitations in the ring and the lowest charge-transfer
states. To be consistent, the same active space was used for
2+•.

One state-averaged CASSCF calculation was performed in
each symmetry for five A′′ states of1+•, four A′′ states for2+•,
and one A′ state for each cation radical. CASPT2 calculations
were performed for each of the electronic states. Oscillator
strengths were computed from CASSCF transition moments
combined with CASPT2 energies, an approach that has been
used successfully in a number of earlier applications.4

III. Results and Discussion

A. Ground State Cation Radical Structures. Ground state
cation radical structures were computed at both CASSCF/6-
31G(d,p) and B3LYP/6-311G(d,p) levels of theory. Both
methods predict that phenylcyclopropane cation radical adopts
a bisected conformation with two equally lengthened C-C
bonds (see Figure 1). The results are in agreement with earlier
DFT calculations which also indicated a 2L1N (2 longbond, 1
normal bond) structure.1s

The 2L1N structure predicted for1+• is somewhat unusual
for cyclopropane cation radicals, which generally prefer 1L2N
structures.13 A search for the 1L2N structure was attempted at
the B3LYP/6-311G(d,p) level by incremental rotation around
the CPh-CR bond. Previous calculations on arylcyclopropane
cation radicals have shown that the 1L2N structures prefer a
phenyl ring conformation that is twisted relative to the bisected
structure.1s The twisted conformation maximizes theσ-π
overlap with one of the adjacent cyclopropaneσ-bonds and
results in its preferential elongation. Rotation about the CPh-
CR bond in 10° increments leads to a smooth increase in energy
with no evidence for a 1L2N minimum. Full geometry
optimization was performed at each point, except for the CPh-
CR twist angle which was fixed. Rotation by 90° leads to the
parallel conformation of1+• which is the transition state for
rotational isomerization. This conformation is calculated to be
12.0 kcal/mol higher in energy than the bisected conformation.
Similar rotational barriers were obtained with the CASSCF (14.0
kcal/mol) and CASPT2 (10.5 kcal/mol) methods. For com-
parison, the rotational barrier for neutral1 is calculated to be
only 0.82, 0.12, and 1.3 kcal/mol at the B3LYP, CASSCF, and
CASPT2 levels, respectively.

The energy difference between the bisected and parallel
conformations of1+• provides a measure of the stabilizing effect
of the cyclopropyl group on the aromatic cation radical. It is
interesting to note that this energy difference is similar to the
difference between the adiabatic ionization potentials of1 and
2 (≈8.2 vs 8.73 eV;∆IP ) 12 kcal/mol),14 which provides an
alternative measure of theσ-π interaction in the ground state
of 1+•. Finally, we note that the geometry as well as the
hindered rotation of1+• are reminiscent of the cyclopropyl-
carbinyl cation, where the bisected geometry is preferred over
the parallel geometry by a similar amount (≈14 kcal/mol).15

The interaction between the phenyl and cyclopropyl moieties
in the bisected conformation of1+• is clearly apparent from

Figure 1. Selected CASSCF/6-31G(d,p) (B3LYP/6-311G(d,p)) bond
lengths (angstroms), group spin (F), and group charges (Q) for ground
state phenylcyclopropane cation radial (1+•).

Figure 2. Selected CASSCF/6-31G(d,p) (B3LYP/6-311G(d,p)) bond
lengths (angstroms), group spin (F), and group charges (Q) for ground
state cumene cation radial (2+•) in bisected geometry.
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the group spin and charges in the ground state cation radical
(see Figure 1). The CASSCF and B3LYP methods both predict
a delocalized structure for1+•, albeit to different degrees. For
example, the phenyl group spin and charge densities are greater
for the CASSCF method than B3LYP. The consequences of
this can also be seen in the two structures, wherer(CPh-CR) is
computed to be longer for CASSCF, consistent with a more
phenyl-localized cation radical. For similar reasons, the two
equivalent cyclopropyl C-C bond lengths are computed to be
shorter at the CASSCF level.

In contrast to1+•, calculations on2+• did not reveal a strong
conformational preference for rotation around the CPh-CR bond.
At the B3LYP/6-311G(d,p) level of theory, the bisected
conformation was favored over the parallel one by 2.2 kcal/
mol. Neither of these structures were predicted to be energy
minima, however. The lowest energy structure hadC1 sym-
metry, with one of the C-Me bonds nearly perpendicular to
the plane of the phenyl ring. However, this structure was
calculated to be only 0.2 kcal/mol lower in energy than the
bisected conformation.

The extreme flatness of the potential energy surface for
rotation about the CPh-CR bond in2+• is consistent with earlier
conclusions derived from ESR studies at low temperature in
Freon matrices.16 It is clear that our calculational results place
the various structures too close in energy to confidently assign
their relative energies, especially considering the possibility that
differential solvation effects may affect their ordering. Con-
sequently, we chose to pursue excited state calculations on the
bisected conformation for2+• because of its similarity to that
of 1+•. We did not expect the conformation of2+• to have a
significant influence on the electronic transitions. As will be
shown, this expectation was supported by subsequent calcula-
tions which revealed the observable UV-vis transitions of2+•

to be essentially localized in the phenyl ring. A comparison of
the calculated structure for the bisected conformation of2+•

using DFT and CASSCF methods is shown in Figure 2.
B. Cation Radical Electronic Spectra. In the UV-vis

region, two absorption maxima have been reported for2+• in
an argon matrix, 2.8 and 4.5 eV.17 The energies of these
maxima are quite similar to those from a variety of other
monoalkylbenzene cation radicals obtained in frozen matrices
or from gas-phase photodissociation spectra.18 The calculated
electronic transitions for2+• are in good agreement with
experiment (see Table 1). As can be gleaned from the
parenthetical values in Table 1, the2+• excitations closely
parallel those of benzene cation radical. The principal con-
figurations of each of the calculated states for2+•, their weights,
and group spin and charge densities are given in Table 2. The
active orbitals of2+• are shown in Scheme 1.

All of the excited states are found to be localized in the phenyl
ring with the exception of the 12A′ state, which has considerable
benzenefisopropyl charge-transfer character. A detailed com-
parison of the A′ and A′′ states will be given in the next section.

Tables 3 and 4 contain the CASPT2 results for phenyl-
cyclopropane cation radical, as well as experimentally derived
transition energies from the UV-vis spectrum of1+• (Figure
3) and from the photoelectron spectrum (PES) of1.13 As found
for 2+•, the calculations reveal that the first experimentally
observed absorption peak for1+• is assigned to excitation to
the second excited state. The calculations predict three transi-
tions with significant intensity: 2.4, 3.6, and 4.1 eV (unfilled
bars in Figure 3). The first and last match up well with the
clearly resolved experimental peaks at 2.3 and 4.1 eV. The
peak predicted at 3.6 eV is just barely resolved in the
experimental spectrum, however. For reasons that will become
clear later, the predicted oscillator strength for the 4.0 eV
transition is normalized to the experimental peak height in Figure
3. Doing so reveals that the calculated oscillator strength for
the 3.6 eV transition is clearly too high relative to experiment,
while that for the 2.3 eV transition is marginally low. These
discrepancies will be analyzed in detail later when dynamical
averaging effects are taken into consideration.

Some comments are warranted here regarding the transition
energies derived from the PES spectrum of1. The usual practice
for extracting electronic transition energies from PES data is to
take differences between theVertical energy of the first PES
band and subsequent ones.19 This procedure has been most
commonly applied in cases of aromatic hydrocarbons where the
vertical and adiabatic (onset) IP’s are quite similar (∆IP e 0.1
eV). For1, however, the∆IP is ca. 0.5 eV,14 due to significant
structural and electronic reorganization upon ionization. For
this reason, we chose to use∆EPES ) IPn,v - IP0,a. This
approach provides an estimate of the energy differences between

TABLE 1: Calculated Vertical Excitation Energies and
Oscillator Strengths for Cumene Cation Radical (2+•) and
Benzene Cation Radical

state
∆ECASSCF

(eV)
∆ECASPT2

(eV)a fa
∆EUV-vis

(eV)b

12A′′
22A′′ 0.84 0.70 (0.47) 0.0001 (forbidden)
32A′′ 3.14 2.90 (2.82) 0.0259 (0.0152) 2.8
42A′′ 5.21 4.61 (4.83) 0.2071 (0.1362) 4.5
12A′ 3.32 2.62 (2.51) 0.0017 (forbidden)

a ∆E and f for cumene (benzene) cation radical.b Spectrum of
cumene cation radical.17

SCHEME 1: Active π-Orbitals (a′′) and σ-Orbital (a ′)
for Cumene Cation Radical for the Electronic States
12A′′-42A′′ and 12A′
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the relaxed cation radical and the vertical cation radical, albeit
in the neutral geometry. Admittedly, this latter caveat makes
the comparison less than ideal. Despite this limitation, the
agreement with the calculated data is surprisingly good (see
Table 3). We should point out, however, that, in the case of
the 52A′′ state, the agreement is somewhat surprising because
our calculations show that this state corresponds to an excitation
to a virtual orbital. One interpretation of the results is that PES
ionization results in conversion to a non-Koopman’s state.19,20

The active orbitals for1+• are drawn in Scheme 2, and the
dominant CASSCF configurations of the various states are listed
in Table 4. As seen from Table 4, all of the excited states for
1+• have a single dominant electronic configuration, although
there is a general trend toward more mixed character as the
energies of the states increase. The group spin and charges show
that the excited states have different extents of charge-transfer
character. Some states have mixed character (e.g., 32A′′ and
42A′′) like the ground state, while others are largely localized
on either the phenyl or cyclopropyl rings (22A′′, 12A′, and 52A′′).
The makeup of these states will be analyzed in detail by the
valence bond configuration mixing model described in the next
section, and a link will be drawn between the spectra and the
structural features of the cation radicals.

It is instructive at this point to comment on the trends in the
oscillator strengths in Tables 1 and 3. The transition moment
Mij is given by the corresponding electric dipole (µ) matrix
element between the ground stateΦ0(12A′′) and the excited state

Φi. If we restrict attention to the dominant single determinants
in Tables 2 and 4, the matrix elements between the states is
reduced to a matrix element between the active orbitals that
participate in the excitation. Thus if the excited state involves
excitation from orbital〈a| to |r〉, the transition moment will
simply be given by〈a|µ|r〉. The larger the “overlap” of the
orbitals, the larger the transition moment will be. This
qualitative reasoning can be applied to1+• by appeal to Table
4 and Scheme 2. The 22A′′ state arises from the ground state
by the 3a′′f4a′′ orbital excitations. Orbital 3a′′ (Scheme 2) is
a pure benzene orbital with a node at the attachment sites, while
4a′′ is a delocalized orbital with large coefficients at the
attachment sites. The dissimilarity of the orbitals results in a
low oscillator strength and, consequently, the first excited state
will not be easily detected. The 32A′′, 42A′′, and 52A′′ states
arise from 12A′′ by the orbital excitations 2a′′f4a′′, 1a′′f4a′′,

TABLE 2: Principal Configurations, Weights, Group Charges (Q), and Group Spin Densities (G) for Cumene Cation Radical
(2+•)

state principal configurationsa weight (%) Q(Ph) F(Ph) Q(i-C3H7) F(i-C3H7)

12A′′ (1a′)2(1a′′)2(2a′′)2(3a′′)2(4a′′)1 89.4 1.002 0.981 -0.002 0.019
22A′′ (1a′)2(1a′′)2(2a′′)2(3a′′)1(4a′′)2 87.5 1.027 0.997 -0.027 0.003
32A′′ (1a′)2(1a′′)2(2a′′)1(3a′′)2(4a′′)2 62.7 1.002 0.976 -0.002 0.024

(1a′)2(1a′′)2(2a′′)2(3a′′)1(4a′′)1(5a′′)1 9.8
42A′′ (1a′)2(1a′′)2(2a′′)2(3a′′)2(5a′′)1 63.9 0.966 0.988 0.034 0.012

(1a′)2(1a′′)2(2a′′)2(3a′′)1(4a′′)1(6a′′)1 17.3
12A′ (1a′)1(1a′′)2(2a′′)2(3a′′)2(4a′′)2 87.5 0.628 0.458 0.372 0.542

a The active orbitals are shown in Scheme 1.

TABLE 3: Calculated Vertical Excitation Energies and
Oscillator Strengths for Phenylcyclopropane Cation Radical
(1+•)

state
∆ECASSCF

(eV)
∆ECASPT2

(eV)a f
∆EUV-vis

(eV)a
∆EPES

(eV)b

12A′′
22A′′ 1.35 1.15 0.0005 1.0
32A′′ 2.97 2.40 0.1147 2.3 2.4
42A′′ 4.27 3.63 0.1313 3.6 3.5
52A′′ 4.85 4.14 0.3076 4.1 4.0
12A′ 3.02 2.97 0.0044 2.8

a See Figure 3.b Taken from ref 14.

TABLE 4: Principal Configurations, Weights, Group Charges (Q), and Group Spin Densities (G) for Phenylcyclopropane
Cation Radical (1+•)

state principal configurationsa weight (%) Q(Ph) F(Ph) Q(i-C3H7) F(i-C3H7)

12A′′ (1a′)2(1a′′)2(2a′′)2(3a′′)2(4a′′)1 88.3 0.79 0.797 0.21 0.203
22A′′ (1a′)2(1a′′)2(2a′′)2(3a′′)1(4a′′)2 85.9 0.96 1.010 0.04 -0.010
32A′′ (1a′)2(1a′′)2(2a′′)1(3a′′)2(4a′′)2 67.8 0.58 0.784 0.42 0.216

(1a′)2(1a′′)2(2a′′)2(3a′′)2(5a′′)1 7.0
42A′′ (1a′)2(1a′′)1(2a′′)2(3a′′)2(4a′′)2 53.5 0.61 0.514 0.39 0.486

(1a′)2(1a′′)2(2a′′)1(3a′′)2(4a′′)2 12.0
(1a′)2(1a′′)2(2a′′)2(3a′′)2(5a′′)1 6.1

52A′′ (1a′)2(1a′′)2(2a′′)2(3a′′)2(5a′′)1 57.0 0.67 0.983 0.33 0.017
(1a′)2(1a′′)2(2a′′)2(3a′′)2(6a′′)1 16.1

12A′ (1a′)1(1a′′)2(2a′′)2(3a′′)2(4a′′)2 87.9 0.24 0.027 0.76 0.973

a The active orbitals are shown in Scheme 2.

Figure 3. UV-vis spectrum of1+• in a Freon matrix at 77 K with
calculated transition energies and relative oscillator strengths. The
unfilled vs filled bars refer to calculated transition energies at a bisected
geometry vs one where the phenyl-cyclopropyl twist angle is 30° (see
text).
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and 4a′′f5a′′, respectively. These orbital pairs have more
similarity and thus lead to higher oscillator strengths for their
respective transitions. Finally, the 12A′′f22A′ transition in-
volves charge transfer from the cyclopropyl-centered 1a′ orbital
to the delocalized and phenyl-centered 4a′′ orbital. As expected,
this results in a low oscillator strength. Analogous arguments
can be applied to understanding the relative oscillator strengths
for the excitations of2+•.

C. Valence Bond Configuration Mixing Model. In order
to conceptualize the spectra and their relation to the structural
features of the cation radicals, we will reconstruct the ground
and excited states from building block VB configurations.7 The
VB configurations arise by distributing the “active” electrons
in orbitals of the constituent fragments of the cation radicals.
Subsequently, the configurations will be mixed to yield states.
Since we are principally interested in qualitative insight, the
VB configuration basis set is kept to the minimum required to
provide a lucid picture, and yet one that captures the essential
qualitative features.

Figure 4 depicts the VB configurations for1+•. The frag-
ments are benzene (B) and cyclopropane (C). The first
configuration shown depicts the fragment orbitals that are
required for interpretation of the spectra. Benzene is represented
by fourπ-orbitals and oneσ-orbital. Three of the fourπ-orbitals
of benzene are those that are occupied in neutral1; the fourth
orbital is one of the degenerate virtualπ-orbitals. Cyclopropane
is represented by two Walsh orbitals. All of the other fragment
orbitals are not shown.

The local symmetry of theπ-orbitals is classified according
to the mirror plane (m) bisecting the cyclopropane ring, as well

as the pseudosymmetry (p) with respect to the attachment sites
of the fragments. Thus a fragment orbital with a node at the
site of attachment is labeled pseudoantisymmetric (pa), while
an orbital with a coefficient at this site is labeled pseudo-
symmetric (ps). For example, the orbital labeled 1aB′′(ps) is a
benzene orbital (B) that is antisymmetric to the mirror plane
(therefore a′′) and pseudosymmetric (ps) with respect to the
attachment.

The assignment of the fragment configuration symmetry
follows from the orbital symmetry. Thus the first configuration
is labeled as 12AB′′(ps), which means that it is the lowest
benzene-localized configuration of A′′ symmetry and is pseu-
dosymmetric. The second configuration 22AB′′(pa) has the odd
electron in the benzene orbital 3aB′′(pa). This configuration lies
above 12AB′′(ps) due to the Jahn-Teller distortion, which is
apparent in the benzene moiety of the cation radical. The
configuration 32AB′′(ps) places the odd electron in the lowest
energyπ-orbital and is therefore higher in energy than both
12A′′ and 22A′′. Still higher in energy is 42AB′′(ps), which has
the odd electron in the originally virtual orbital 4aB′′(ps). The
fifth benzene configuration is 12AB′, where the odd-electron is
localized in the 1aB′ σ-orbital of benzene. There are also two
cyclopropyl-localized configurations 12AC′′(ps) and 12AC′ where
the odd electron is distributed in the two Walsh orbitals,
1aC′′(ps) and 1aC′.

Figure 5 shows the configurations for cumene cation radical
(2+•). The benzene-localized configurations are the same as
for 1+•, i.e., n2AB′′ (n ) 1-4) and 12AB′. The isopropyl-
localized configurations are nascent from the three high-lying
orbitals labeled 1aP′, 2aP′, and 1aP′′(ps). Distribution of electrons
in these orbitals gives rise to 12AP′, 22AP′, and 12AP′′(ps).

We now turn to the VB interaction diagram in Figure 6 which
shows the VB mixing of the configurations to yield the final
states of the cation radicals. In the middle of the diagram the
benzene-localized configurations are ordered by their relative
energies. The hole-localized 12AB′′(ps) and 22AB′′(pa) configu-
rations are separated by 0.5 eV, which corresponds to the vertical
Jahn-Teller splitting taken directly from the CASPT2 calcula-
tion on benzene cation radical (Table 1). The rest of the
benzene-localized configurations are arranged from photoelec-

SCHEME 2: Active π-Orbitals (a′′) and σ-Orbital (a ′)
for Phenylcyclopropane Cation Radical for the Electronic
States 12A′′-52A′′ and 12A′

Figure 4. Fragment Configurations for1+•.
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tron spectroscopy data.21 The left-hand side of the diagram
contains the cyclopropyl-localized configurations, which are split
due to Jahn-Teller distortion. As can be seen from the mixing
diagram, the energetic proximity of the cyclopropyl-localized
configurations to the benzene-localized configurations will
result in a strong interaction that delocalizes the cation radical
state into the cyclopropyl moiety thereby causing the Jahn-
Teller splitting of its configurations. The right-hand side of
Figure 6 contains the isopropyl-localized configurations, which
are seen to be high-lying and well separated from the benzene-
localized ground configuration 12AB′′(ps). This large energy
gap will necessarily lead to a weak mixing between the fragment
hole configurations and results in a principal difference between
1+• and2+•.

We now focus on the detailed VB mixing interactions.
Firstly, the benzene hole configuration 22AB′′(pa) does not find
a pseudosymmetry match with the cyclopropyl-localized con-

figurations and thus remains a benzene-localized 22A′′ hole-
state. The three hole configurations withps symmetry will mix
to form the three states 12A′′, 32A′′, and 42A′′ of 1+•. The 12A′′
state is nascent from the benzene-localized hole configuration
12AB′′(ps) which mixes with 12AC′′(ps) in a bonding fashion.
The mixing of 32AB′′(ps) into 12AB′′(ps) is indirectand is induced
via 12AC′′(ps), which mixes with both benzene configurations.
This intermixing of the benzene-localized hole-configurations
via the cyclopropyl configuration is a polarization effect,22 which
acts to increase the bonding interaction of 12AB′′(ps) with 12AC′′-
(ps). The imprints of this polarization are seen in the active
CASSCF orbitals 1a′′ and 4a′′ in Scheme 2, which show that
the benzene coefficients at the attachment site increase at the
expense of the remote sites. All in all, the VB mixing stabilizes
the 12AB′′(ps) configuration by 0.65 eV, which together with
the Jahn-Teller splitting accounts for the first calculated
transition energy at 1.15 eV (Table 3).

The 32A′′ state of1+• arises from the opposing 12AC′′(ps)-
32AB′′(ps) bonding interactions and the 12AC′′(ps)-12AB′′(ps)
antibonding interactions. As such, the 32A′′ state rises only
slightly (0.2 eV) above the 12AC′′(ps) localized configuration
from which it is derived. Thus the 12A′′f32A′′ transition has
a low energy onset at 2.4 eV that is composed of the energy
gap of the configurations (1.6 eV), the stabilization of the ground
state (0.65 eV), and the destabilization of 32A′′ (0.15 eV). The
highly mixed character of 32A′′ is apparent from the spin and
charge densities in Table 4, while its essentially nonbonding
nature is apparent from the 2a′′ orbital (Scheme 2), which has
a node at the attachment sites.

The third A′′ excited state, 42A′′, arises from the antibonding
combination of 32AB′′(ps) and 12AC′′(ps), with some contribution
of 12AB′′(ps). However, this state does not rise significantly in
energy because of the polarization effect due to mixing with
42AB′′(ps), which reduces the antibonding interaction. As such,
the 42A′′ state remains only 3.62 eV above the ground state.
The mixed character of this state is again apparent from the
charge and spin densities in Table 4. The uppermost A′′ state,
52A′′, is nascent from 42AB′′(ps) which is lowered by polarization
due to mixing of higher lying hole configurations and is not
shown in the diagram. The dominant benzenic character of this
state is apparent from Table 4.

The last feature regarding1+• is the localization of the A′
states. The diagram shows two states: 12A′ and 22A′. The
12A′ state is nascent from the cyclopropyl-localized hole
configuration 12AC′. This configuration does not mix with the
benzene-localized 12AB′ configuration due to the virtually zero
coefficient of the cyclopropyl Walsh orbital (1aC′ in Figure 4)
at the site of attachment. As such, 12A′ is a benzenefcyclo-
propyl charge-transfer state, which can be seen from the group
spin and charges in Table 4. As shown in Figure 6, the energy
difference between the 12A′ and ground states is the sum of
the initial configuration energy gap (2.3 eV) plus the stabilization
of the ground state by VB mixing (0.65 eV). The second state,
22A′, is a pure benzene-hole state nascent from the 12AB′
configuration. This state is expected to have an extremely low
oscillator strength and was therefore not calculated.

We now turn to the VB mixing diagram for cumene cation
radical (2+•) shown on the right-hand side of Figure 6. It is
apparent that, as opposed to1+•, the2A′′(ps) hole configurations
are separated by significant energy gaps which, taken together
with the unfavorable coefficient of the aP′′(ps) orbital of the
isopropyl moiety, will result in a weak VB interaction. Indeed,
the stabilization energy of the ground state 12A′′ is only ≈0.2
eV. This is the origin of the very low excitation energy of the

Figure 5. Fragment Configurations for2+•.

Figure 6. VBCM Diagram for states of1+• and2+•. R ) i-C3H7 or
c-C3H5 for the benzene-localized fragment states shown in the middle.
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first electronic transition at 0.7 eV. We recall that the same
band in 1+• appears at 1.15 eV as a result of significant
stabilization of the ground state.

Another interesting feature in2+• is the appearance of the
12A′ state at 2.62 eV above the ground state. This 12A′ state is
different than the corresponding 12A′ state in1+•. The origin
of the difference is that the 1aP′ orbital is the out-of-plane
pseudo-π-orbital of the isopropyl group and can therefore mix
with the corresponding 1aB′ orbital, as shown below. Since the
12AP′ and 12AB′ configurations differ by a single electron shift
between the two a′ orbitals, the VB mixing will be proportional
to the overlap of the orbitals. Thus the 12A′ state of2+• has a
highly mixed benzene-isopropyl character, which is apparent
from Table 2.

The 22AP′ configuration is analogous to 12AC′ discussed
above. Due to the pseudosymmetry mismatch, 22AP′ does not
mix well with the benzene hole-configurations and will generate
the localized 22A′ state. The transition to this A′ state from
the 12A′′ ground state is expected to have a very low oscillator
strength and was therefore not calculated. Finally, the 32A′′
state of2+• is nascent from the 32AB′′(ps) configuration which
is stabilized by polarization with 42AB′′(ps) and due to a bonding
interaction with 12AP′′(ps).

Spectra of 1+• and 2+• as Probes of Structure. As
described above, the differences in the spectra of1+• and2+•

reflect the differences in the mixing of the localized hole-
configurations and, as such, are characteristic of the structures
of the ground state cation radicals. In1+•, the lowest transition
energy (1.15 eV) is shifted to the blue by 0.45 eV relative to
2+•. This difference is due to the better VB mixing of the
benzene-localized configuration 12AB′′(ps) with the cyclopropyl-
localized configuration 12AC′′(ps). The same factor is respon-
sible for the structure of the cation radical. Thus, as can be
seen from Figure 1, the structure of1+• shows that the benzene
and cyclopropyl moieties are both distorted as expected from
Jahn-Teller distortions. The phenyl moiety adopts a quinoid
structure with two short and four long bonds, while the
cyclopropyl moiety adopts a structure with two long and one
short C-C bonds. Since the parent cyclopropane cation radical
undergoes the counterpart Jahn-Teller distortion to a 1L2N
structure, the structure of1+• is clearly nascent from mixing
with the hole configuration of benzene. In addition, the C-C
bond connecting the two groups undergoes shortening. These
structural features cause Jahn-Teller splitting of the localized
hole configurations of the two moieties and, in turn, this is
manifested in the location of the 2.4 and 2.97 eV excitation
energies. Moreover, we recall that the root cause of the blue-
shifted, first transition in1+• is the larger stabilization energy
of the 12A′′ state of1+• relative to2+•. This stabilization energy
also appears in the rotational barriers of1+• (≈12 kcal/mol) vs
2+• (≈2 kcal/mol). Therefore, it follows that the spectra of1+•

and 2+• contain fingerprints of the relative cation radical
structures.

In this respect, it is interesting to discuss the recently reported
effect of phenyl-ring substituents on the 2.4 eV transition of

1+•.1s Donor substituents were found to cause a blue shift of
the absorption maximum while acceptor substituents caused a
red shift. As described above, the 2.4 eV peak in the parent
cation radical is assigned to the 12A′′f32A′′ transition. This
transition corresponds to excitation between two states that are
linked by the VB mixing in Figure 6. It should be clear that a
donor substituent will stabilize the 12AB′′(ps) hole configuration.
Consequently, the 12AB′′(ps)-12AC′′(ps) configuration gap will
increase and the VB mixing will decrease. This will tend to
localize the cation radical more on the benzene moiety and
consequently the Jahn-Teller splitting will be transferred less
to the cyclopropyl moiety. This results in an energy increase
in the initial 12AC′′(ps) hole configuration by 0.3-0.4 eV. Taken
together, these effects will result in a blue shift of the
12A′′f32A′′ transition. Obviously, an acceptor substituent will
have an opposing effect, raising 12AB′′(ps), thereby enhancing
the VB mixing and transferring more of the Jahn-Teller
splitting to the cyclopropyl group, which responds by lowering
the 12AC′′(ps) hole configuration. These effects will contribute
to a red shift in the 12A′′f32A′′ transition. Finally, the above
analysis leads to the straightforward prediction that the phenyl-
group rotational barrier will be affected by substituents on the
aromatic ring. The energy should decrease for donor substit-
uents and increase for acceptor substituents.

Effect of Phenyl Group Rotation on the Spectrum of 1+•.
The energy surface for rotation about the cyclopropyl-phenyl
C-C bond in1+• is calculated to be relatively flat for modest
distortions. At the B3LYP/6-311G(d,p) level of theory, rotation
by 30° leads to a structure that is only 1 kcal/mol higher in
energy than the minimum energy bisected cation radical
(3af3b). It is expected, therefore, that the experimental
spectrum of1+• might well be rotationally averaged over this
distortion. In3b, the phenyl ring approximately eclipses one
of the cyclopropyl C-C bonds. This results inσ-π overlap
between the C1-C2 σ-bond and the phenylπ-system, causing
the cyclopropyl group to undergo a structural fluctuation from
a 2L1N to a 1L2N structure. SinceCs symmetry is lost during
this process, it is expected that the spectra might be altered by
rotational averaging, especially the oscillator strengths. There-
fore, it seemed important to calculate the effect of phenyl
rotation on the electronic spectrum of1+•.

Before discussing the calculational results, we will first
analyze the problem from a VBCM point of view by appeal to
Figure 6. Upon phenyl rotation, the symmetry reduction toC1

will cause the 12A′ state of1+• to mix with then2A′′ states, but
especially with 32A′′ and 42A′′, which are closest in energy.
32A′′ has nonbonding character resulting from the mixing of
12AC′′(ps) with 12AB′′(ps) and 32AB′′(ps) in bonding and anti-
bonding fashions, respectively. Consequently, the mixing of
12A′ with 32A′′ will tend to be small and the electronic essence
of 32A′′ will be essentially preserved. In contrast, the 42A′′
state has a dominant 32AB′′(ps) character that will allow strong
mixing with the 12A′ state. These trends can also be deduced
from inspection of the active orbitals in Scheme 2. Recall that
the 12A′ and 32A′′ states differ by the occupation of the 1a′
and 2a′′ orbitals, respectively. Since the latter has a node on
the benzene carbon at the attachment site, mixing of 32A′′ with
12A′ will be small. In contrast, the 12A′-42A′′ mixing results
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from the 1a′-1a′′ orbital mixing, which will be significant since
1a′′ has a large coefficient on the benzene site of attachment.
Since the 42A′′ state acquires significant 12A′ character, which
is typified by a very low oscillator strength, the oscillator
strength of the 12A′′f42A′′ transition will therefore be reduced.
In contrast, the 12A′′f32A′′ transition should conserve the
majority of its original oscillator strength. The outcome of these
effects will be an inversion in the oscillator strengths of the
12A′′f42A′′ and 12A′′f32A′′ transitions relative to those of
the static state cation radical.

Quantitative CASSCF calculations confirm the qualitative
VBCM predictions. As shown in Table 5, the oscillator strength
of the 12A′′f42A′′ transition indeed decreases upon rotation
of the phenyl group from the minimum energy, bisected
geometry. As predicted from the VBCM model, the oscillator
strength of the 12A′′f32A′′ transition is affected to a much
smaller extent; it increases slightly. Finally, the oscillator
strength of the UV transition (12A′′f52A′′) remains unchanged.
This is why the oscillator strength for this transition is
normalized to the experimental peak intensity in Figure 3.

The changes in the oscillator strengths upon phenyl group
rotation lead to better agreement between the calculated and
experimental electronic spectra for1+•. This is graphically
illustrated in Figure 3, where the relative transition energies and
oscillator strengths of the bisected cation radical (0°, unfilled
bars) are compared to the cation radical with a phenyl twist
angle of 30° (filled bars). Since the energy of this twisted
structure is calculated to be only 1 kcal/mol higher than the
bisected structure, it seems likely that the electronic spectrum
of 1+• will be averaged over a broad range of angles. Although,
a more rigorous treatment might have been valuable, the current
results already suggest that dynamical averaging is indeed
required to properly account for the experimental spectrum of
1+•.

D. Summary

The structures of phenylcyclopropane (1+•) and cumene (2+•)
cation radicals were calculated using CASSCF and B3LYP
computational methods. Both methods predict that1+• adopts
a delocalized, bisected structure. In contrast to1+•, the spin
and charge in2+• is largely localized in the phenyl ring. The
CASPT2 method was used to predict the electronic spectra of
1+• and 2+•. The large differences in the spectra of1+• and
2+• can be traced to a larger degree ofσ-π interaction in1+•.
The results can be understood in terms of a simple valence bond
configuration mixing model.

In general, the calculated transition energies were in good
accord with the experimental values, however, the relative UV-
vis peak intensities for1+• were not well reproduced if a static
structure is assumed. Better agreement was obtained by
considering the effect of vibrational averaging due to phenyl

group rotation in1+•. It will be interesting to see if similar
behavior is observed for the electronic spectra of other cation
radicals where conjugation between moieties can be affected
by a low energy structural distortion.
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